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NEWTON-RAPHSON ITERATION 

 

Newton-Raphson iteration is a numerical technique used for finding approximations 

to the real roots of the equation  given in the form of an iterative equation ( ) 0f φ =
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where n denotes the  iteration and derivative thn ( ) ( ){d
f

d
φ

φ
′ = }f φ

adius 

u

.  This iterative 

process can be concluded when the difference between  and  reaches an 

acceptably small value.  The method is attributed to Isaac Newton (1643-1727) and 

Joseph Raphson (1648-1715) and some historical information is given below. 
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Newton-Raphson iteration can be used to solve certain types of equations that occur 

in surveying computations.  Some examples may demonstrate its usefulness. 

 

Example 1 

In GEOM2089 Surveying 2, Assignment 2 (Subdivision Problems) there is a question 

(Problem Sheet 3, question 2) that eventually leads to an equation that is essentially 

the difference between the area of a triangle and the area of a sector of a circle.  And 

these areas are both functions of an angle  at the centre of a circular curve of r

R.  A value for θ  is req ired in order to solve the problem. 

θ

The equation is 

 21 1
sin 6078.79 m

2 2
q R Rθ θ− = 2

=

 (2) 

Now  and the radius  and the equation becomes 764.944 mq = 500 mR =

  (3) 191236 sin 125000 6078.79θ θ− =

This is a trigonometric equation and there is no simple solution for  but an 

approximation for the true value can be found by Newton-Raphson iteration.   

θ

First re-arrange equation (3) so that the right-hand side is equal to zero, giving 

  (4) 191236 sin 125000 6078.79 0θ θ− −
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c+

And we may write this equation in the general form  where ( ) 0f θ =

  (5) ( ) sinf a bθ θ θ= +

and  191236, 125000, 6078.79a b c= = − = −

The derivative ( ) ( ){ }d
f f

d
θ θ

θ
′ =  is 

  (6) ( ) cosf aθ θ′ = +b

And now  can be found from the iterative formula θ
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A starting value  (the value of θ  for ) must be determined before equation 
1
θ

θ θ

1n =

(7) can be used.  If  is close to the true value then only a small number of 

iterations will be required for an acceptably accurate value.  That is, the differences 

between results . get smaller and smaller and the process can be 

terminated when a difference reaches an acceptably small value.  In such cases, the 

process is said to converge on the true value.  On the other hand, if  is far from the 

true value, then a large number of iterations will be required for a solution, or in 

some cases, the process will diverge (increasing differences between successive 

iterations) and there will be no real solution. 
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In this example, we require a value of θ  accurate to 1" of arc and we adopt a starting 

value of .  The results of the iterative process are shown in Table 1. 2θ = D

 

Iteration θ  ( )f θ  ( )f θ′  
( )
( )

f

f

θ

θ′
 

1n =  2º -3768.072979 66119.504196 -0.056989 

2n =  5º 15' 54.79" -16.729369 65429.096377 -0.000256 

3n =  5º 16' 47.53" -0.000574 65424.603105 -8.774986E-09 

4n =  5º 16' 47.53"    

 

Table 1:  Newton-Raphson iteration for  θ

 2 



RMIT  Geospatial Science 

 

 

′

}φ

6

The answer  (nearest 1" of arc) is achieved after 3 iterations.  Note that 

 in equation 

5 16 48θ ′ ′= D

θ (7) is in radians. 

 

Example 2 

In the Geocentric Datum of Australia Technical Manual (ICSM 2002) the formula for 

meridian distance m on the ellipsoid is given in the form 

  (8) { 0 2 4 6
sin2 sin 4 sin 6m a B B B Bφ φ φ= − + −

where m is the distance along a meridian of the reference ellipsoid from the equator 

to the point having latitude φ , a is the semi-major axis of the reference ellipsoid and 

the coefficients B B  are given by 
0 2 4
, , B B and 
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Equations for  are the opening terms of series expressions involving 

even powers of the eccentricity e of the ellipsoid.  They exclude all terms greater than 

.  Note that  where f is the flattening of the ellipsoid. 

0 2 4
, ,  and B B B B

( )2 2e f f= −

6

φ

m

6e

For the Geodetic Reference System 1980 (GRS80) reference ellipsoid, where the semi-

major axis a = 6378137 m and flattening f = 1/298.257222101, equation (8) can be 

written as 

111132.952549 16038.508 412 sin2 16.832201sin 4 0.021801sin 6m φ φ φ= − + −D  (10) 

Now, suppose that the meridian distance m = 4186320 m on the GRS80 ellipsoid.  

What is the latitude φ ? 

There is no simple solution for φ , but Newton-Raphson iteration may be used to 

obtain an acceptable value by re-arranging equation (10) into the general form 

 where ( ) 0f φ =

  (11) ( ) 0 2 4 6
sin2 sin 4 sin 6f A A A Aφ φ φ φ φ= − + − −D
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and the derivative ( ) ( ){ }d
f f

d
φ φ

φ
′ =  is 

  (12) ( ) 0 2 4 6
2 cos2 4 cos 4 6 cos 6f A A A Aφ φ φ′ = − + − φ

And now φ  can be found from the iterative formula 
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The latitude φ  is required correct to 0.0001" of arc (equivalent to approximately 

0.003 m) and the results of the iterative process are shown in Table 2.  A starting 

value for φ  can be obtained by considering m to be an arc length on a sphere of 

radius a; i.e., 

4186320
6378137

0.656354669 radians 37 36 23  (nearest 1" of arc)
m
a

φ ′ ′′= = = = D  

Iteration φ  ( )f φ  ( )f φ′  
( )
( )

f

f

φ

φ′
 

1n =  37º 36' 23" -22509.963230 102887.465755 -0.218782366 

2n =  37º 49' 30.6165" 4311.57399 103124.056405 0.041809585 

3n =  37º 47' 00.1020" -2867.628390 103078.806316 -0.027819767 

4n =  37º 48' 40.2532" 220.161130 103108.913422 0.002135299 

5n =  37º 48' 32.5664" -16.834100 103106.602360 -0.000163269 

6n =  37º 48' 33.1541" 1.287590 103106.779073 0.000012488 

7n =  37º 48' 33.1092" -0.098480 103106.765556 -0.000000955 

8n =  37º 48' 33.1126" 0.00753 103106.766590 0.000000073 

9n =  37º 48' 33.1123" -0.000580 103106.766511 -0.000000006 

10n =  37º 48' 33.1124" 0.000040 103106.766517 3.879E-10 

11n =  37º 48' 33.1124"    

 

Table 2:  Newton-Raphson iteration for latitude φ  
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′′The answer  (nearest 0.0001" of arc) is achieved after 10 

iterations.   

37 48 33.1124φ ′= D

 

Some historical information on Newton-Raphson Iteration 

Newton-Raphson iteration is a numerical technique used for finding approximations 

to the roots of real valued functions and is attributed to Isaac Newton (1643-1727) 

and Joseph Raphson (1648-1715).  The technique evolved from investigations into 

methods of solving cubic and higher-order equations that were of interest to 

mathematicians in the 17th and 18th centuries.  The great French algebraist and 

statesman François Viète (1540-1603) presented methods for solving equations of 

second, third and fourth degree.  He knew the connection between the positive roots 

of equations and the coefficients of the different powers of the unknown quantity and 

it is worth noting that the word "coefficient" is actually due to Viète.  Newton was 

familiar with Viète's work, and in portions of unpublished notebooks (circa 1664) 

made extensive notes on Viète's method of solving the equation  

and also demonstrated an iterative technique that we would now call the "secant 

method".  In modern notation, this method for solving an equation  is: 
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In Newton's tract of 1669, De analysi perÆquationes numero terminorum infinitus 

('On analysis by equations unlimited in the number of their terms') – chiefly noted for 

its initial announcement of the principle of fluxions (the calculus) – is the first 

recorded discussion of what we may call Newton's iterative method.  He applies his 

method to the solution of the cubic equation  and there is no reference 

to calculus in his development of the method; which suggests that Newton regarded 

this as a purely algebraic procedure.  The process described by Newton required an 

initial estimate  hence  where p is a small quantity.  This was substituted 

into the original equation and then expanded using the binomial theorem to give a 

polynomial in p as 

3 2 5x x− − = 0

p
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The second and high-order polynomial terms in p were discarded to calculate a 

numerical approximation  from .  Now  (q m

smaller than 
0

p ) is substituted into the polynomial for p, giving a polynomial in q, 

and a numerical approximation 
0

q  lculated by the same manner of discarding 

second and higher-order terms.  This laborious process was repeated until the small 

numerical terms, calculated at each stage, became insignificant.  The final result was 

the initial estimate  plus the results of the polynomial computations 

 instead of successive estimates  being updated and then used 

in the next computation.  This process is significantly different from the iterative 

technique currently used and known as Newton-Raphson.   

0
p ( )2

0 0 0
3 2 5 2x p x+ = − −

ca

k
x

3

0
p p q= +

0
x

0 0 0
x x p= + +"q+

In 1690 Joseph Raphson published Analysis aequationum universalis in which he 

presented a new method for solving polynomial equations.  As an example, Raphson 

considers equations of the form  in the unknown a and proposes that if 

g is an estimate of the solution, then a better estimate can be obtained as g x  

where 

3 0a ba c− − =

+

 
3

23

c bg g
x

g b

+ −
=

−
 

Formally, this is of the form ( ) ( )g x g f g f g′+ = −  with .  Raphson 

then applies this formula iteratively to the equation .  Raphson's 

formulation was a significant development of Newton's method and the iterative 

formulation substantially improved the computational convenience.  The following 

comments on Raphson's technique, recorded in the Journal Book of the Royal Society 

are noteworthy. 

( ) 3f a a ba c= − −

2 5 0x x− − =3

“30 July 1690:  Mr Halley related that Mr Ralphson [sic] had Invented a method of 

Solving all sorts of Aquations, and giving their Roots in Infinite Series, which 

Converge apace, and that he had desired of him an Equation of the fifth power to be 

proposed to him, to which he return'd Answers true to Seven Figures in much less 

time than it could have been effected by the Known methods of Vieta.” 

“17 December 1690: Mr Ralphson's Book was this day produced by E Halley, wherin 

he gives a Notable Improvement of ye method of Resolution of all sorts of Equations 

Shewing, how to Extract their Roots by a General Rule,which doubles the known 

figures of the Root known by each Operation, So yt by repeating 3 or 4 times he finds 

them true to Numbers of 8 or 10 places.” 

 6 



RMIT  Geospatial Science 

 

 

It is interesting to note here that Raphson's technique is compared to that of Viète, 

while Newton's method is not mentioned, although it had, by then, appeared in 

Wallis' Algebra.  In the preface to his tract of 1690, Raphson refers to Newton's work 

but states that his own method is “not only, I believe, not of the same origin, but 

also, certainly, not with the same development”.  The two methods were long 

regarded by users as distinct, but the historian of mathematics, Florian Cajori writing 

in 1911 recommended the use of the appellation ‘Newton-Raphson’ and this is now 

standard in mathematical texts describing Raphson's method with the notation of 

calculus. 

The historical information above is drawn from the articles by Thomas (1990), and 

Tjalling (1995).      

Additional historical information on this method and Thomas Simpson's contribution 

can be found in Kollerstrom (1992); in which the author makes a very good case for 

Thomas Simpson FRS (1710-61) as the inventor of the Newton-Raphson iteration.  A 

copy of Kollerston's paper is attached as well as some pages from Thomas Simpson's 

paper in 1740 where he introduces his “new Method for the Solution of all Kinds of 

Algebraical Equations in Numbers ...”; the first application of the calculus (Newton's 

fluxions) to an iterative approximation technique. 
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This page and the following pages contain extracts from a publication by Thomas Simpson in 1740.  They are 
the Title page, the Preface (pp. v to viii), page 1, and pages 81 to 86. 
In p. vii of the Preface, Simpson describes the sixth part of his publication which is his “new Method for the 
Solution of all Kinds of Algebraical Equations in Numbers ...”   This new method is what is now known as 
Newton-Raphson iteration. 
This sixth part is contained in pages 81 to 86 where Simpson presents two cases and five examples. 
 
This work by Simpson is referred to by Nick Kollerstrom (Thomas Simpson and ‘Newton's method of 
approximation’: an enduring myth, British Journal for the History of Science (BJHS), Vol. 25, pp. 347-54, 
September 1992) as evidence for his argument that Simpson should be credited with the discovery of the 
Newton-Raphson iteration. 
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